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ABSTRACT

Educating and training a surgeon requires much time because a surgeon has few opportu-
" nities to rehearsal surgical modalities on patients. This study proposes a low-cost and widely-
available distributed VR architecture via the WWW to solve this problem. In this architecture,
Web pages from the server drive VR I/O devices on clients to enable users to immerse in a
virtual environment. This process is different from the conventional approach that the server is
responsible for most works and devices. Methods of driving the devices on clients and being ‘
called by the Web page are introduced herein. This paper focuses on the application of volume
based surgical simulations that is usually considered involving much computation and expen-
sive workstations. A system that uses PC platforms and the WWW media was built to support
the distributed VR surgical simulation. This paper introduces the algorithms for surgical
simulation, isosurface reconstruction and rendition, and the methods by which clients can co-
operate with the server. A simulation example of musculoskeletal surgery is present.
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L. Introduction

Today, rapidly growing numbers of servers broad-
cast their works as hypermedia documents to allow low
cost public access through the World Wide Web
(WWW). At the same time, Web browsers have been
ported on almost computer platforms for reading the
HTML files [1]. Instead of only text or static graphics,
a number of servers have enriched their Web pages by
using Java or VRML to add user interactions or describe
complex 3D scenes and object behavior [2, 3].
Moreover, some servers provide access to devices on
server sites to drive the access. For example, Goldberg
et al. reported a robot manipulator being operated
through the WWW [4]. Therefore, the medium of the
WWW no doubt offers great,opportunities in many
applications, such as surgical simulation, that require
driving devices on server or client's sites.

A surgical simulation system takes physical data
from individual patient to make a simulation that help
plan and rehearse surgical procedures both for verify-
ing and teaching procedures of an operation. Surgical
simulations combining with virtual reality technology
provides clinicians computer-based generation of 3D
visual and even tactile environment to allow surgeons
to immerse, navigate and interact with virtual patients.
Such Virtual Reality (VR) simulation can duplicate the
operation field and thereby enhance training and reduce
the need for expensive animal training model [5].
However, in order to produce a sense of realism for
medical purposes, developers bare faced with provid-
ing organ fidelity, interactivity, physical and physiologi-
cal properties of organs and sensory input. The inte-
grated package requires large amounts of computational

power, which has traditionally come from mainframes::...
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mote VR system to practical uses in surgical simulations.
But the economic barrier to the uses of VR in surgical
simulations will be much lessened because of the price
dropping in CPU, RAM and 3D graphics accelerator.
VR surgical simulations begin to work on products based
on lower-cost desktop systems [11,12].

This paper presents the possibility of using the
WWW to simulate volume based musculoskeletal sur-
gery in a virtual environment (VE). A medical volume
consists of computed tomography (CT) or magnetic reso-
nance imaging (MRI) sections that are frequently em-
ployed to visualize interior anatomies and have already
become a standard procedure for evaluating a compli-
cated musculoskeletal surgery. Surgeons must plan and
manage such complicated musculoskeletal surgery, and
verify their plans. Therefore, volume manipulation sys-
tems for simulating musculoskeletal surgery have re-
ceived considerable attentions [13, 14]. Among meth-
ods of manipulating a volume in surgical simulations,
our reported method superiors other ones in operating a
3D image (virtual patient) through some VR 1/0 de-
vices (tracker and shutter glass) as actual procedures on
a real patient, and ensuring the accuracy of anatomic
morphology in interactive responses [15-17].

This study extends our reported to use the HTML
language to provide a “point-and-click” interface for
simulating musculoskeletal surgery in a VE, meaning
that users can use VR surgical instruments to operate
on stereographic images. The scenario is that the server
provides software packages and patient's data over the
WWW, while users simulate surgery by using VR de-
vices such as a shutter glass, a head mount display, a
glove and a tracker equipped on a client. Thus the cli-
ent can download the software packages through WWW
to implement VR surgical simulation. The client can
operate the patient's data but do not need hold or main-
tain the data. The server serves the computation and
maintains the patient data. As the result, it becomes
possible to communicate with multiple clients but dis-
cuss a single patient. This paper describes a novel ap-
proach that allows a WWW site to access devices on
clients to simulate VR surgery. This research provides
a shared virtual environment that multiple surgeons can
incorporate decision making for an actual surgical in-
tervention or a rehearsal through the WWW. The server
provides a surgical simulator that manipulates medical
volumes and reconstructs surfaces from these volumes.
While, PC clients are responsible for the rendering com-
putation to generate 3D shaded images and stereographic
images of different perspectives, and should be equipped
with a shutter glass to observe the stereographic images
and a tracker to simulate the surgical procedures.

Two problems should be solved to achieve such
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scenario. First, isosurface reconstruction and transfer
of a volume usually takes much time letting real time or
even interactive responses impossible. Although trans-
forming a volume as frequency-domain data then trans-
ferring or visualizing the data can save time [18, 19],
visualization of a frequency-domain volume is not real-
istic to reveal clear anatomies for diagnosis. Surface
rendering techniques, which use sample points to re-
construct triangulated isosurfaces, can achieve good vi-
sualization of the surfaces of anatomic structures.
However, such isosurface reconstruction suffers the dis-
advantage of being time-consuming [20]. Because a
volume manipulation usually only involved small part
of a medical volume in simulations of a surgical modal-
ity (a set of certain surgical procedures for achieving
some surgical purpose), a volume can be divided into
several subvolumes. Thus only the isosurfaces of ma-
nipulated subvolume must be reconstructed to save the
isosurface reconstruction time. Second, the WWW pro-
gram provided by the server has to drive the devices on
the client. Several techniques such as the ActiveX con-
trol techniques that follow the protocol of COM
(Component Object Model) by Microsoft Inc. can sat-
isfy this requirement [21]. Herein, we use JNI (Java
Native Interface) methods to drive the devices because
the Java language is rather open [22].

The prototype system can be used to educate and
train residents and students who can operate several
different surgical modalities to show their effects for
correcting the same musculoskeletal deformity and get
more real ideas about the whole operation and each pro-
cedure of a surgical modality trough the VR interactions.
Visiting doctors also use the system to rehearse surgi-
cal modalities before an operation, confirm and discuss
surgical plans, or try new modalities. Because of using
the WWW media that is familiar to most people, it is
easy to use. This study uses PC platforms and VR de-
vices on PCs. Such system is cheap to set up. Section 2
introduces the structure of the prototype system. The
third until the six sections introduce several modules of
the system. Section 7 introduces an implementation
example. Conclusion remarks are made in Section 8.

I1. System Architecture

Figure 1 shows the system architecture. The sys-
tem includes four modules at each client. The interface
module and the socket module are implemented by a
Java applet. The hardware on the client can be accessed
from the JNI by wrapping the native codes that drive
the devices. The native codes in the rendermg and
tracker modules are written in C++. ;

The interface module interprets and processes evs
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ery command by a user. After a client has downloaded
Web pages of our system through the Internet, a Java
applet of the interface module and the socket module
begins. Then, the VR devices on the client are initial-
ized and a socket of TCP protocol is created to connect
with the server. Section 3 describes the interface mod-
ule that provides a panel through which a user can input
various parameters and commands.

The rendering module uses the OpenGL library to
drive 3D graphics accelerators. Even an inexpensive
graphics accelerator can now render millions of triangles
in one second. The triangulated isosurfaces from the
server are rendered at this module. The tracker module
detects the data of the positions and angles of the tracker,
and then sends the data to the server to simulate the
surgery. The two modules use the JNI to wrap device
drivers. Section 6 and 4 introduce the rendering and
tracker modules, respectively.

The system includes four modules on the server.
The triangulation module reconstructs triangulated
isosurfaces from medical volumes using the marching
cube algorithm [15]. In this module, a cuboid volume
can be divided into several smaller cuboid subvolumes
to achieve interactive rendering. (It is reported a clini-
cian can wait patiently only for 2 seconds for a response
[23].) This module independently reconstructs
isosurfaces of each subvolume. Because most part of a
medical volume is not changed during simulation, the
server does not need to reconstruct the triangles of the
whole volume. Efficiency can be improved if only re-
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Fig. 1. System architecture
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constructing the triangles of the subvolumes changed
during simulation. A clinician can divide the volume
as some subvolumes based on clinical knowledge that
enables only one subvolume is operated during the simu-
lation of one surgical modality. For example, a skull
for orthogonathic surgery simulations can be divided
into the brain, mandible or maxilla because surgeons
usually operate only on the maxilla or the mandible un-
der one surgical modality of the orthogonathic surgery.

The server provides the functions of manipulating
volume data to simulate surgeries of the musculoskel-
etal system. Surgeons in orthopedics, oral and maxillo-
facial departments use the surgeries to solve functional
and aesthetic problems caused by skeletal deformities.
The simulation system uses a voxel structure to repre-
sent the topology and geometry of a solid's surfaces. In
this data structure, a voxel has 6 face-flags and distance-
levels that can be used to improve rendering speed and
quality and enables the closure check for the intersec-
tion of surfaces and a solid, and thus makes various ma-
nipulations on the solid feasible. The simulated results
of every surgical procedure of the surgical modalities
can be used to impress surgeons to show how the bone-
is opened, corrected and closed. Surgeons use these
function to operate on computer-generated patients as
the way of the actual surgical procedures: sectioning
anatomic structures of bone and holding (recognizing)
separate anatomic structures, removing: translating and
rotating separate structures, fusing and healing up sepa-
rate structures and associated soft tissues. Regarding
techniques of simulating musculoskeletal surgeries, our
previous reports discuss the techniques [15-17].

The swept surface computation module computes
swept surfaces of the instrument based on the positions
and angles of the tracker attached on the instrument.
The swept surfaces are then used in the simulation mod-
ule to implement the section simulation. Section 5 in-
troduces the swept surface computation module. When
a user is operating a volume, another user can request to
register as an observer. The observer cannot operate on
the same volume but can see the operation performed
by the origin user. The socket module on the server
records all observers in a socket list. The server will
send the reconstructed isosurfaces to the clients of the
operator and all observers. The modules on the server
are written in C++.

II1. Interface Module

Figure 2 shows a Java applet of an interface panel
implemented by the interface module. By pointing and
clicking on the panel, the user can send one of the fol-
lowing commands: choose a volume, initialize this-..
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volume, set parameters of the shading model, render the
volume, and simulate surgical procedures (section,
recognize, remove, translate, rotate, fuse and heal up).

If a user chose a new volume, the server sends a
pair of pre-rendered stereographic images of the vol-
ume to be displayed on an applet frame. The stereo-
graphic images have the origin and three primary axes
of the volume. If another user also chooses this volume,
he can only receive reconstructed triangles of the oper-
ated volume to see the operation result. The original
user can initialize the volume by using the tracker to
match the coordinate system (the origin and primary
axes) of the volume on the stereographic images. The
user can then divide the volume. The client then trans-
fer the division information to the server that then re-
constructs triangulated isosurfaces of bones for each
subvolume and sends them back to the client for
rendering. The server also reconstructs isosurfaces of
the skin if requested by the user. The user can also
change the parameters of the rendering models includ-
ing materials (colors for types of isosurfaces), lights,

fa HiAE1 - Microsoft Internet E:-'plo'ze
RO WBE WA ROBEQ)

Qe Gizone Owe O

perspectives, viewing conditions and the shading model
(The OpenGL libraries use the Phong shading model
that is simple but requires users to adjust its parameters
to improve the shading.).

After the initialization of a volume, the user can
choose one of the surgical commands (section,
recognize, remove, translate and rotate, fuse and heal
up) to operate on the volume by using the tracker. Be-
cause all simulations need the tracker positions as
parameters, the client sends the positions and angles of
the tracker and the command type to enable the server
to simulate a corresponding surgical procedure. Then,
a network event occurs when the server send back the
triangles of the operated subvolume for refreshing the
result of the surgical simulation. However, even when
no commands requested from the user, a timer event
occurs in which the client read the tracker's position and
attitude and then draw the surgical instrument that the
tracker represents on the applet frame. Figure 3 shows
the timer event.
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Fig. 2. User interface panel of the system
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IV. Tracker Module

Figure 4 shows the relation between the tracker
module and the Java applet of the interface module.
Through the JNT interface, a tracker point data includ-
ing three coordinates and three angles are delivered to
the Java applet in an event object after a Java method
requests. The Java applet may use the data to deal with
one of the commands including initialization of a vol-
ume and simulations on the volume (section, recognize,
remove, translate and rotate, fuse and heal up). The
Web page can access any tracker if the native codes for
the tracker are available and wrapped by the JNI already.

The InsideTRAK tracker made by Polhemus Inc. is
currently available. The tracker is actually a transmit-
ter that generates a magnetic field to detect the coordi-
nates and an angular attitude of a receiver attached to a
surgical instrument. Through a specific I/O port, the
tracker module uses the native functions of “start”,
“stop” and “getpoint” to initialize, close and request the
tracker to get one point data. Then, the tracker sends
raw data of the positions and angular attitude of the re-
ceiver through another specific I/O port. The module
interprets the raw data as a tracker point including three
coordinates and three angles. Although this tracker can
provide data of continuous points of the receiver, we let
the module accept the data as discrete points at 10ms
intervals. Under the same specific I/O ports, the tracker
can work for any PC platform.

Figure 5 shows the pseudo code of the “getpoint™
function. The connection with current data flow is first
terminated to begin a new one to correctly obtain one
point data. The header data is neglected to interpret the
successive three position and three rotation data.

void OnTimer (UINT nIDEvent)
{

KillTimer (X);
OnePoint{&TrackNow A).; //read tracker position tracker

Mx5 (&TrackNow A) 7 .

//compute positions: of vertices of surgical instriment!
chang (TrackNow &, §TrackNow B, §TrackNow C,15.0,7.0); .
chang (TrackNow A, &TrackNow 2B, &TrackNow 2, 40.0, 7.0);
Invalidate (FALSE) ; //flésh
SetTimer (1,5,NULL); = _

Fig. 3. Timer event

Native Code of Java Applet
Tracker Module P
start(} :

getPoml() METHOP Tracker-getpoint()
5 | oulToTracker() : 5 [getOnePoint() :
< H = R
2 » : EVENT | H
jgetFromTracker() Track_Point)| .
stop(} e H

Fig. 4. Data flow of tracker for acquiring tracker points
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V. Swept Surface Computation Module

A tracker's position can be used to identify an ana-
tomic structure or to determine its position in the surgi-
cal simulations of recognizing separate bones, reposi-
tioning a bone, and fusing or healing up separate bones
or soft tissues. For example, in the translation
simulation, one tracker's position identifies a structure
at some position and a successive position may indicate
a new position that the structure should be repositioned.

However, in the section simulation, the tracker's
positions refer to simulate a surgical instrument and its
swept surfaces. As illustrated in Figure 6, the tracker is
attached on one end (a) of some instrument. The sur-
face normal of the instrument can be obtained by the
angular attitude of the tracker. The other end (b and b")
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Mmng-Dar Tsal, CHunG-SuyaN Liu aAND MiNG-Suium Hsien

of the instrument is computed by the position of the
tracker, o (the angular attitude of the tracker) and S (the
“length of the instrument). Figure 7 shows the pseudo
code of changing a position data of a tracker to an in-
strument data. We use triangles to approximate the
swept surface of the instrument. As the example shown
in Figure 6, two approximate triangles can be obtained
from four end points (a, b, ¢ and d in Figure 6) of the
two positions of the instrument.

The swept surface is then used to intersect with the
patient's volume constituted from the patient's CT or

Sweeping
surgical

Fig. 6. Computation of a tool instrument and its swept surface

yoid chang{TrackPoint: Point In, TrackPoint *Point Cut, TrackPoint
“Point, width, ifleat, knife, float width)

il
fleat 'm radianX,m radian¥,m radianz;

;ﬂfloat radian = (float).3.14159/180; // pi/180
-m, knifey=0-knife;
m width=width;

‘MATRIX4X4 m; .

/% compute length of instrument, */
InitMatrixl (m);

?/*' inpouth Tength :of instrument */
-m radianX = Point In.az * radian;
m radianY = Point In.el * radian;
‘m radianZ = Point In.ro * radian;

J% Fotate and Translate 7

RotateX (m, m radianX):

RotateY (m, m radianY);

RotateZ (m, m-radianZ);

{Translate(m, Point. In.x, Point In.y; Point In.z);

o/ * trakeer position
K'=m[0] (0] Y'=m[0}[{1]
Point, Out->x=m{0][0];
‘Point Qut—>y=m{0] [1};
Point. Qut->z=m{0}[2];

Z'=m([0] [2] */

¥ gomputs: width of instriment ¥/
ThitMatriz2(m);

#/* Rotate ‘and Translate */

RotdteX {m, m radianX).;

Rotatev.(m, m radian¥).;

RotateZ (m; m radiafnz);

&Translate(m, Point In.x, Point In.y, Point In.z):

X' =m[07 [0] ¥'=m[0111]
Point width->x=m[0]{0]
i?oint width<sy=n{0] 1] ;

Z2'=m[0] [2] */

Point width->z=m[0][2]:.
| . -

Fig. 7. Pseudo code for computing instrument from one tracker
point
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MRI slices. In our simulation system, the number of
intersected voxels that the system can calculate is also
used to limit the feeding rate of the cutting edge to en-
sure real-time responses. The computation of the inter-
sections of the swept surfaces with bones is discussed
in [16].

VI. Rendering Module

The rendering module renders the reconstructed tri-
angles of the sub volumes transferred from the server.
The user's commands including rendering triangles of
specific subvolumes, changing parameters of the shad-
ing model and viewing conditions are written in a Java
method that calls the OpenGL functions in the render-
ing module through the JNI. Then, the OpenGL func-
tions drive the 3D graphics accelerator to render the tri-
angles as illustrated in Figure 8. OpenGL is standard
and available for any computer platform; therefore the
Java method can work on any computer. The program
architecture and libraries of OpenGL are described in
[24]. Herein, Figure 9 shows the pseudo code that di-
vides a screen as two viewports for displaying the two
shaded images. The two images, one for each eye, gen-
erate the stereographic.

VII. Implementation Example

The prototype system uses a Pentium-IV 1.4 G
server with 1.5G RAM. One PC client is a Pentium-IV
1G with 512M RAM and a 21" monitor. The client is
also equipped with a shutter glass (CrystalEyes PC by
StereoGraphics) and a tracker (InsideTRAK by
Polhemus) that cost about $1,500.

Figure 10 shows how a resident uses a surgical in-
strument to which a tracker is attached. He is initializ-
ing the volume coordinate system by matching the ori-
gin and the axes of the volume (a 256x256x45 CT
volume). Figure 11 shows the images that form the pair

Java Applet

Native Code of
Rendering Module

init()

glBegin(GL, TRIANGLES)

% ICleur() gWNormal3fv(...);
ks ; glvertex3fv(...);
g glFhustl) gheertex3fu(..); M]TTFHOD openGL-polygon();
o ghvertex3fv(...); Z Krawtriangles(... |
2 2IFnd()
g ;
<
close(y

Fig. 8. Data flow of reconstructed triangles for rendering stereo-,
graphic images L e
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of stereographic images in Figure 10. The two pre-ren-
dered images with the origin and primary axes of the
volume were rendered under the same parameters of the
shading model except different the eye positions; one
for left eye (upper image), the other one for right eye
(lower image). These two images can be zoomed into
the full screen simultaneously when the user is wearing
the shutter glass to observe the stereographic. During
the transfer of the stereographic images, the server re-
constructs the triangulated isosurfaces of bones and
sends them to the client. It takes near 10 seconds to
reconstruct 338,156 triangles at the server site. A tri-
angle needs theoretically 6 floats: three pairs of vertices
and their surface normals. However, several triangles
may be grouped into a triangle strip in the marching
cube isosurface reconstruction algorithm wherein one
vertex may be shared by two or three triangle. Therefore,

T] titte bar-1
“‘:_’“ ViewPort 1
BI n

oI LT A—

h—T»_lI
ZL
void GLResizé (GLsizeiw, GLsizei hj
{
glviewport ' 0, (M#T+B) / 2, w,; (h-T-B)72 ) ;
glviewport{ U, Opw, (h-T-B)/2) ;
4
glViewport(GLint x, GLint v, GLsizei width, GLsizei héight)
x => GLint: The number of Pixels from the: left-hand side of the
window. to -start the: viewport,
y -> GLint: The rnumber of pixefs from the bottom of the window: to
start: the viewport.
width => GLslzel. : The width in pixels of therviewport.

height -> GLsizei : The height in pixéls of the viewport.
eight -> GLsizel 1¢ hergnt P the yiewport.

EERE LS

ViewPort 2

Fig. 9. Window division for stereographic images

Fig. 10. Implementation of surgery simulation under virtual en-
vironment with a shutter glass and a tracker
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the 338,156 triangles take about SMbytes and can be
transferred to the client in 1 second in a LAN. At the
client site, it takes near 1 second to generate a pair of
stereographic images for these triangles meaning that a
satisfactory response if the user change a perspective to
observe the skull (requiring re-rendition of the stereo-
graphic images). Therefore, the clinician can easily ob-
serve anatomies of the skull by changing perspectives
(eye positions and attitudes).

The user then implements a volume-division com-
mand for two reasons: improving the processing time
for isosurface reconstruction, rendition of stereographic
images and surgical simulation, and easily focusing on
the subvolume he want to operate. Figure 12 shows a
dialog window (applet) and a divided subvolume (a
mandible) that was chosen for further operations. Fig-
ure 13 shows that the user has chosen a surgical simula-
tion of a section. Wherein, a tracker simulates a surgi-
cal instrument that cuts the mandible. After the section
commanded from the client, a series of successive tracker
positions are delivered to the server's site to generate
swept surfaces that intersect the subvolume of the man-
dible to simulate the section procedure. The user then
requests the remove simulation because the server gives
the message that the sectioned structure can be separate
(Figure 14). After the simulations of remove, translate,
fuse and heal up, the server reconstructs the triangu-
lated isosurfaces of the mandible subvolume because
the voxel contents have changed. Because the recon-
structed triangles of the sub volume are about 1/10 the

Fig. 11. Stereographic images
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(a) Dialog for dividing a volume

(b) a subvolume chosen for operation

Fig. 12. Volume division and stereographic images of a divided
mandible

Fig. 13. VR surgical instrument simulated by tracker cutting the
mandible stereographic images

triangles of the whole volume, the time for the isosurface
reconstruction, transfer of the triangles and rendition for
the subvolume all becomes 1/10 of the whole volume.
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Fig. 14. Part of the mandible sectioned to form a separate struc-
ture and removed

VIII. Discussion and Future Works

We proposed a distributed VR surgical simulation
system via the WWW. Unlike usual WWW ap-
plications, our proposed system can utilize the VR I/O
devices on clients to enable WWW users to simulate
surgery in virtual environment. Although the transmis-
sion time for reconstructed triangles may not offer time-
critical responses (the user may have to wait for the re-
sult of surgical simulation), the user can still obtain fast
interactions in observing stereographic images for dif-
ferent perspectives with a shuttle glass and ordering
surgical simulations with a tracker. Although the pro-
totype system is now experimented in a small group of
Taipei Medical University Hospital, this research is fea-
sible study of new applications of the Internet. Remote
medical students and residents may access the VR re-
sources to experience surgical modalities on textbooks
Or reports.

Future works include the following three aspects.
First, surface compression techniques can add to our
system to reduce the amount of the reconstructed
triangles. Thus, the time for the transfer and rendition
of the triangles can be reduced. However, the demerit
by this compression, such as whether the isosurface re-
construction may increase or the rendering quality be-
comes too bad to reveal critical anatomic information,
must be also considered. Second, we should add a hap-
tic function to the system by using force feedback de-
vices on clients [25]. Users can then obtain more real-
istic feeling when sectioning or repositioning bone
structures. Third, isosurface reconstruction usually takes
a large amount of computation. Therefore, the server..
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performance must be improved by distributed comput-
ing if we want to enable public users (maybe many
peoples simultaneously) access our web site. We can
also employ the hypermedia inheritance of the WWW
to build a computer-aided instruction system that assist
surgeons to diagnosis, treat, analysis, planning and re-
hearse surgical cases [26].
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