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Abstract

This paper present a modify Frequency-Sensitive Competitive Learning
Network (FSCLN) with wavelet decomposition based on Vector
Quantization (VQ) for color image compression. The goal is apply a
spread-unsupervised scheme based on the neural networks so that on-line
learning and parallel implementation for color image compression based
on VQ in Wavelet Transform (WT) domain are feasible. In the FSCLN,
each output neuron (codevector) incorporates a count of the number of
times it has been the winner. The distortion measure used to determine
the winner is updated to include the count number. The color image
information was straightforward separated into RGB planes. Each plane
is first decomposed into four subbands in the 1-level wavelet transform.
Then the corresponding transformed coefficients are trained using
FSCLN to form individual codebooks for each subband. The experimental
results show that promising codebooks can be obtaindd using the
presented FSCLN with wavelet decomposition for color image
compression.

Keywords: Color image compression, Competitive learning networks,

Wavelet transform.
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I. Introduction

A number of vector quantization algorithms for data compression have proposed over
the years [1-3]. The purpose of vector quantizaton is to create a codebook such that the
average distortion between training vectors and their corresponding codevectors in the
codebook is minimized. Codebook design can be considered as a clutering process in which
each training vector is classified to a speciﬁ.c class. The clustering process updates the
codebook iteratively such that the average distortion between training vectors and
codevectors in the codebook becomes smaller and smaller.

Neural networks with competitive learning have been demonstrated capable of
performing vector quantization [4-6]. A problem with the training procedure of competitive
learning networks is that it sometimes leads to codevectors which are not distributed in an
equiprobable manner [7]. The Frequency-Sensitive Competitive Learning (FSCL) [8]
network is to overcome the limitations of the conventional competitive learning network. In
Frequency-Sensitive Competitive Learning Network (FSCLN), the learning rule and
stopping criterion of the FSCL network are modified to address the codebook design. The
problem of VQ is regarded as a minimization process of an object function. This object
function is defined as the average distortion between the training vectors in a divided image
to the cluster centers represented by the codevectors in the codebook. The
frequency-sensitive competitive learning network is simpler than that of the FSCL network,
and is constructed as a two-layer fully interconnected array with the input neurons
representing the training vectors and output neurons representing the codevectors in the
codebook.

Color images comprise three planes: red, green, and blue. Thus, the most
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straightforward method to encode a color image by frequency-sensitive competitive learning
networks is to split the RGB color image into 3 planes and compress them separately by
treating each color component as a single gray-level image [9]. In this paper, the FSCLN
have is modified to Spread FSCLN and applied to color image compression.

In recent years, wavelet coding [10-11] plays an important role in image compression.
The wavelet transform is identical to a hierarchical subband system. Basically, the wavelet
transform decomposes an image into a set of sub-image blocks that are more stationary and
hence provide better coding performance. A higher compression ratio can be achieved by the
exploitation of quantizers adapted to the statistics of the sub-image blocks.

In this paper, the each color component is first decomposed into four subbands LL1,
LH1, HL1, and HH1 in the l-level wavelet transform. Then the corresponding transformed
coefficients are trained using FSCLN to form individual codebooks for each subband.
Computer simulations show that the FSCLN with wavelet transform based on VQ is
promising for color image compression.

The rest of this paper is organized as follows. Section II reviews the competitive
learning networks. Section III presents the spread FSCLN for VQ. Section IV presents the
wavelet transform and FSCLN. Experimental results are given in Section V. Finally,

conclusions are drawn in Section VI.

II. Competitive Learning Network

A competitive learning network is an unsupervised network which selects a winner
based on similarity measure over the feature space. A proper neuron state is updated if and
only if it wins the competition among all neurons. Many schemes for competitive learning
networks have been proposed [12-13].

In the simple competitive learning network, the single output layer consists of cluster
centers, each of which is fully connected to the inputs via interconnection strength. In the
conventional competitive learning only one output unit is active at a time and the

objective function is given by

IR ek 2
Dy 0

J=1 i=1

where n and ¢ are the number of training vectors and the number of clusters respectively.

u; ;=1 if x; belongstocluster j and u;; =0 for all other clusters. The neuron that
wins the competition is called the winner-take-all neuron. Thus u,; indicates whether

the input sample x; activates neuron j to be a winner. u,; is given by
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N 1 z;fﬂx,- —m,"S"x,- —m,,", for all k ; @)
o otherwise.

The incremental Aw; is given by [12-13]

(aw,) =7

&, & .
60)j =7]§(X,- -mj)‘i,j’ J= 1,2,"‘,0. (3.3)

Although Eq. (3.a) is written as a sum over all samples, practically it is usually used

incrementally, i.e.

Ao, =77(xi -—mj)u,»,j, j=12,:,c. (3.b)
The updating rule is given by

o,(t+)=0()+20,(). (4)

In the above equation, the 7 is the learning-rate parameter, and is typically reduced

monotonically to zero as learning progresses.

Competitive Learning Algorithm

Step 1: Initialize the cluster centroids ®;(2<j<c), learning rate 7, and interconnection
strength U =[u,; ;] between input training samples and neurons in the output layer.

Step 2: Update the interconnection strength in accordance with Eq. (2) with the competitive
learning.

Step 3: Compute the states of all output neurons (cluster centroids) according to Eqs. (3) and
(4).

Step 4: Repeat steps 2 and 3 for all input samples, and record the number of output neurons
with changed state. If all states of output neurons are not changed, then go to Step 5.

Step 5: Output the final classification results.

II1. Spread FSCLN for VQ

Suppose an image is divided into n blocks (vectors of pixels) and each block consists

of {¢x{ pixels. A vector quantizer is a technique that maps the Euclidean
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¢x £ -dimensional space R% into a set {©,,j=12,.,c} of points in R% called a

codebook. It looks for a codebook such that each training vector is approximated as close as

possible by one of the code vectors in the codebook. A codebook is optimal if the average

distortion is at the minimum value. The average distortion E[d(x;,m;)] between an input

sequence of training vectors {x,,i=12,..,n} and its corresponding output sequence of code

vectors {©;,j = 1,2,...,c} is defined as

l n
D = E[d(x,,0))] = ;gd(x,-,m,) (5)
A modified distortion measure for the training process is defined as [8]:
d‘(xi’m1)=d(xi!mj(t))xcj(t) (6)

where cj(t) is the total number of times that code vectors ®; has been the winner during
training. The winning code vector at each iteration of the training process is the vector with
the minimum d°.

The FSCLN has the same architecture as the FSCL network. It is an unsupervised
competitive learning network using the modified competitive learning rule and stopping
criterion. Similar to the standard competitive learning rule in Eqs. (3.b) and (4), the least

squared error solution can be obtained by

o, +7x, -0,) ifﬂx,. —mj"S"x, —af, for all k ;

o (+])=
4 o, (1) otherwise.

)

The FSCLN algorithm modifies only output neurons without updating the interconnection

strengths. Instead of updating the interconnection strengths using the winner-take-all scheme

in the FSCL network and for the purpose of simplifying the hardware architecture, the

FSCLN only modifies the output states (codevectors). The steps of codebook design using

the FSCLN are given as follows.

Step 1: Initialize the codevectors ®; (2 <j< c), learning rate 77, maximum error (ME), total
error (TE), and a threshold value ¢.

Step 2: Input a training vector x; and find the winner’s codevector based on the minimum

d*.
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Step 3: Apply Eq. (7) to update the winner’s codevector and set TE=TE+ “x,— —c)j" .

Step 4: Repeat Step 2 and 3 for all input training samples, then if (ME—TE%/{E <&, goto

step 5; otherwise replace ME content from TE, and go to Step 2.
Step 5: Complete the codebook design.
We then map R, G and B plane training vectors of a color image to the spread FSCLN
neuron array that compresses them separately by treating each color plane as a single
gray-level image. Therefore, the spread FSCLN based vector quatizer with within-class

scatter matrix in the pth plane for the modified competitive learning rule can be modified as

@, ,@+)= {mJ;P O+mx;, —0;p) ijﬂxi;p "‘”j;p" S""i;p —wk;fz"’ Jor all k ;
’ ;) otherwise

@)

Then, the steps of codebook design each plane using the spread FSCLN are given as follows.

Step 1: Initialize the codevectors ®,,(2< j<c), learning rate 7, maximum error (ME),

total error (TE), and a threshold value ¢.

Step 2: Input a training vector x;, and find the winner’s codevector based on the minimum

d*.

Step 3: Apply Eq. (8) to update the winner’s codevector and set TE=TE+ Hx,».,p —mj;p" .

Step 4: Repeat Step 2 and 3 for all input samples, then if (ME_TE)/ME<S, go to step 5;

otherwise replace ME content from TE, and go to Step 2.
Step 5: Complete the codebook design in the pth plane (p=1,2,3).

IV. Wavelet Transform and Spread FSCLN

The wavelet transform is a signal decomposition technique [14]. The mother function

of wavelets, ¥(x), can be any function if it satisfies the following condition

2
LI‘P(xX dx <o $))]

Basically, most of the mother functions are derived from the scaling function @ (x) which is

any function satisfying the scaling equation
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d)(x)=Zc,(D(2x—i) (10)

ieZ
For any integer j, we define vector space ¥/ as follows
Vj=span{cb;’(x)} (11
o/()=0f/x-i) iez (12)

If ¥/ satisfies the following four multiresolution analysis conditions
Condition 1: f(x)eV’ < j(2’fx)e vl vjez

Condition 2: () ,ez ¥ ={0}

Condition 3: | J .z V' = L*(R)

Condition 4:--cV 2 cV 3 cV' eV cric...

it is easy to show that the mother function of wavelets is given by

W)=Y (<1) e, D(2x-i) (13)

ez

One of the most important characteristics of the wavelet transform is multiresolution.
The wavelet transform converts the pixel values of images to wavelet domain, without lose
any information in the spatial domain.

Vector quantization has been demonstrated to be an efficient method for image
compression. The motivation for the proposed FSCLN with wavelet decomposition scheme
is based upon the fact that the lower resolution wavelet coefficients hold more information
and higher resolution wavelet coefficients hold less information. The basic idea is described
as follows. The 1-level wavelet transform is first performed on the input image to generate
the corresponding transformed coefficient. Then, the coefficients of each scale are trained
separately to obtain an individual codebook. For example, the coefficients of LL1 and LHI
are divided into the blocks of size 2x2 and 4x 4 from which two codebooks of size = 512,
and 64 were built respectively. The coefficients of HL! and HH1 are totally discarded since
they rarely hold information, and are reconstructed by searching the best-matched
codevectors from the codebook of LH1. The FSCLN is eventually employed as vector

quantization technique of image compression and thus reducing bit rate and training time.



160 EhmBEE —+EE—H

V. Experimental Results

The codebook design is the primary problem in image compression based on vector
quantization. In this paper, the quality of the images reconstructed from the designed
codebooks was compared with that from the FSCLN - Wavelet Transform + FSCLN (named
by WT+FSCLN) methods. The training vectors were extracted from 256x256 with 8-bit
gray level real images, each of which is divided into 4x4 blocks to generate 4096
non-overlapping 16-D training vectors. These training vectors built three codebooks of size
64, 128, and 256. The resulting images were evaluated subjectively by the root mean squared

error (RMSE) and signal to noise ratio (SNR) that is defined for images of size NxN as

1

1 22
WSE=[F21127=I(xU -%,) } (14)
and

N N
2 2™
i<l dod =1 Y

SNR =10log,y —

" -5, )
Z.«a Z IR\

(15)

and x, are the pixel gray levels from the original and reconstructed images.

where x §

y
Table 1 shows the SNR and RMSE of the “Girl”, “Lena” and “Couple”, images
reconstructed from three codebooks of size 64, 128, and 256 designed by the FSCLN method
without wavelet decomposition (named FSCLN) and FSCLN with wavelet decomposition
(named by WT+FSCLN). From the experimental results, the reconstructed images obtained
from the WT+FSCLN are significantly better than those from the FSCLN algorithm.

In the color compression simulation, the color image information was straightforward
separated into RGB planes. Each plane is first decomposed into four subbands in the 1-level
wavelet transform. Then the corresponding transformed coefficients are trained using
FSCLN to form individual codebooks for each subband. To show the reconstruction

performance, the resulting images were evaluated by the average PSNR among three-color

planes

PSNRy, + PSNR; + PSNRj
3

PSNR , = (16)
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where

2552

= Z:: le (xU % )2 |

N2

PSNR = 1010gm

255 is the peak gray level, and PSNR,,PSNR;, and PSNRgare the PSNR for red, green,
and blue planes, respectively. The PSNRs of the “Girl”, “House”, and “couple” images
calculated are shown in Table 2, and their reconstructed images using the WT + spread
FSCLN each plane are shown in Figure 1. From the simulated results, the proposed WT +

Spread FSCLN method is simpler and produce better reconstructed image quality.

VI1. Conclusions

In this paper, an unsupervised parallel approach called Frequency-Sensitive
Competitive Learning Network (FSCLN) with wavelet decomposition based on vector
quantization for color image compression has been presented. Instead of updating the
interconnection strengths using the winner-take-all scheme in the conventional competitive
learning network, the FSCLN algorithm only modifies output neurons and omits the
updating of the interconnection strengths. Experimental results show that the FSCLN is valid
for codebook design and the WT+FSCLN method produce promising reconstructed images
than those reconstructed by the FSCLN method.

In the color image compression simulation, the presented WT + Spread FSCLN is
simpler and produce better reconstructed image quality. It is applicable not only to the RGB

color model but also to any other trichromatic model.
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Table 1. SNR and RMSE of the images reconstructed from various compression ratios (CR) designed
by the FSCLN and WT+FSCLN methods.

Images
Girl Lena Couple

SNR RMSE SNR RMSE SNR  RMSE

Algorithms/CR
FSCLN CR=21.33 17.410 9.088 19.282 12.183 (14330 8.364
WT+FSCLN CR=16.89 119.828  6.881 [21.762 9.157 |16.764 6.320
FSCLN CR=18.29 18.460  8.054 |20.267 10.876 |[15.434 7.366
WT+FSCLN CR=16.89 19.828 6.881 21.762 9.157 (16.764  6.320
FSCLN CR=16 19.328 7.288 |21.724 9.197 116.321 6.651
WT+FSCLN CR=16.89 19.828 6.881 |21.762 9.157 |16.764 6.320
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Table 2. PSNRs of color images reconstructed by the WT + Spread FSCLN.

163

Plane R G B Average
Image/Algorithm
WT + Spread
Girl 30.5242 30.9564 30.7197 30.7334
FSCLN
WT + Spread
House 32.3722 30.5016 30.4187 31.0975
FSCLN
WT + Spread
Couple 30.3863 30.4866 30.7614 30.5448
FSCLN

Fig. 1 The “Girl” and “couple” original color images and their reconstructed images using the

WT + spread FSCLN each plane



